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Tutorial Outline

1) Introduction (15 Min) — Arijit Khan
1.1 Large Language Models (LLMs)
1.2 Knowledge Graphs (KGs)

1.3 Unifying LLMs+KGs
1.4 Question Answering (QA)

2) Unifying LLMs with KGs for QA (25 Min) — Chuangtao Ma
2.1 KGs as Background Knowledge
2.2 KGs as Reasoning Guidelines
2.3 KGs as Refiners and Validators

3) Advanced Topics on LLM+KG for QA (25 Min) - Yongrui Chen
3.1 Natural Language Questions to Structured Queries
3.2 Explainable QA
3.3 Optimization and Efficiency

* Break (10 Min)

4) Evaluations and Applications (20 Min) — Tianxing Wu
4.1 Performance Metrics
4.2 Benchmark Datasets
4.3 Industry Applications and Demonstrations

vy

5) Opportunities for Data Management (10 Min) — Arijit Khan

6) Future Directions (5 Min) — Tianxing Wu

* Q&A Session (10 Min)
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KG vs LLM — QA Capability Comparison

LLM QA

e Code Pre-training: enhance LLM
reasoning during training

* Prompt Engineering: eliciting LLM

LLM QA

zero-shot prompting

reasoning during inference

ot prompting.
CoT prompting
« Graph computing Instruction
* Rule-based reasoning
* Ontology reasoning

e Spatial-temporal reasoning

* KG embedding/GNN

KG QA
Graph computing
Rule-based reasoning
Ontology reasoning
Spatial-temporal
reasoning
KG embedding/GNN




KG vs LLM — How do KG and LLM collaborate for QA?

Focus on scale Focus on presentation
& has high coverage & has high accuracy

2 2V

Knowledge Augmentation p=
Language Models | | Knowledge Graphs

J

J Language Enhancement B
Advantages Neural Symbolic Advantages
Representation Representaion

Extensive knowledge coverage No hallucinated Knowledge

Stronger task generalizability More accoutable reasoning

Human friendly

Machine friendly

Compressing .
Describe Extraction

Human Languages

Large Knowledge Models: Perspective and Challenges, 2024.
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Advanced Topics — QA over Multiple Documents

Structure-based Question
[ Q: What is it talking about on Page 17 J
!

Structural Extraction : Structural Naﬂ'—'ﬂ-‘

1

¥ ¥

S;: Current arrangement | §;: Clausen moved to
by Alf Clausen was | Los Angeles, California
introduced at the | in 1967 in search of
beginning of season3 television work.

|
Alf Clausen created the currem}

A:
{ arrangement and moved to Los Angeles

Seeding Node

1:) Sentence Node [ | Table Node

jﬂ Page Node < Common
kevword or

Sentence
Similarity

Content-based Question

Q: In what year was creator of the current arrangement |

of Simpson's Theme born?

L

S;: Current arrangement by Alf Clausen was introduced | _

at the beginning of season3

Instruction: What evidence do we need to
answer the question given the current evidence?

Input: Which magazine was started first
Arthur's Magazine or First for Women? Arthur's
Magazine (1844-1846) was an American literary
periodical published in Philadelphia in the 19th
century.

t

¥

S;: AIf Heiberg Clausen
(born March 28, 1941) is an
American film composer.

S;: Clausen moved to Los
Angeles, California in 1967
in search of television work.

Output: First for Women is a woman's
magazine published by Bauer Media Group in
the USA. The magazine was started in 1989,

Reason Fine-tune
h

4

}

Match
Sy

L ]
Generate

| A: March 28, 1941 |

Si: AIf Clausen (born April 16, 1941) is an
American composer of film and television scores,
He is best known for his work on "The Simpsons”,

Enhancing LLMs for Multi-Document QA, which requires understanding logical associations across multiple documents.

+ KG Construction: Building a KG where nodes represent passages or document structures (e.g., pages, tables) and edges denote

semantic/lexical similarity or structural relations between them.

« KG Traversal: Employing an LLM-based graph traversal agent to navigate the KG, gathering relevant supporting passages to assist

LLMs in answering questions.




Advanced Topics — Retrieval Augment Generation
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Step 3: Subgraph Construction

« The method involves four main steps: indexing the graph, retrieving relevant nodes and edges, constructing a connected
subgraph, and generating the answer using the retrieved subgraph and the query.

* By employing RAG for direct information retrieval from the actual graph, G-Retriever effectively mitigates hallucination in graph-

based question answering.



Advanced Topics — Retrieval Augment Generation

Knowledge Graph Construction
Enhancing the conventional RAG approach

CLO't!_ FROM @
T‘C"l 'q -

[Ticket | |Ticket
mt 133061

[Eﬂ -1744 m-mr

]

—
CLONE 10 |8

by integrating a knowledge graph < - /

inter-ticket intra-ticket
tree parsing @

connection
(implicit EBR,
explicit)

constructed from historical customer

Retrieval and Question Answering

Question Query: Mow to reproduce the issue where user Saw "csv upload error in updating
user email” and has major priority that was caused by data issue?

@ Entity oem:uanl@ @!ntﬂ\t Classification| @&

r \ 4

Summary: "CSV upload error in Priority: mol Cause: Intent: “Steps to
updating user email" “Major™ “Data Issue" Rrproducc-

@ FINI;IHKI
'

@ Embedding- b;sed Retrieval

service issue tickets to improve retrieval |

inter-ticket connections

@Fxltcﬂng @ Quc'mon Intent
'} s

Graph oau;base ;
v ’ v

intra-ticket tree vepreseutauon ’ !

accuracy and answer quality. Sr— cLone_smon
[‘csv upload error, ]‘ 1
updating user email" CLONE_TO

Consumer queries are parsed to 3

Ticket ENT-1744
HTTP POST csv upload
error-internal error

identify named entities and intents.

Ticket ENT-22970
€SV upload error,
updating user email

The system retrieves related sub-

option fails

Ticket ENT-3547
Learning 'upload csv'

graphs from the KG based on the

parsed query, leveraging both entity

L
SIMILAR YO / WAS_COMMENTS. p
e
HAS_SUMMARY
/ ' ‘| ["user-1":"bo we know how h
’ , | these duplicated profiles
sxnxua T0 ' INPACT. 1 | got created?,
MAS 0‘..)CR[P1X°" ' ok
.csv upload error, HAS, m‘,“”“ - “user-2": “"cleaned up 228
0 Q Q updating user onu ! | duplicate profiles,
ng ooscrl.puon Ga)or (Data Issuej KStrntoqlc) resolved”,
1 | "user-1": "thanks, ticket
| | closed”)
MAS ISSUE DESCRIPTION HAS_STEPS_TO_ REPRODUCE 1
—

"Admin seeing several errors when Refer to the CSV: https://microsoft.sharepoint.com/xxx: 1. Open the
attempting 0pdate of user emails on Dashboard ID xxxxx; 2. Click on Instances > Profile; 3, Search for
dashboard ID "xxxxxxxxx', Total users from the CSV file and note that there are 2 profiles exist.
number of users affected -'yyy'." S

@ Text-esbedding Generation
for Node Values ]

Vector Database 2|

matching and embedding similarity.

An LLM generates answers using the

‘ ! Answer Generation @

Final Answer: based on the ticket ENT-22670, the steps to reproduce the issue is "1. Refer
to the CSV: https://microsoft.sharepoint.com/xxx 2. Open the Dashboard ID xxxxxxxxx 3.
Click on Instances > Profile 4, Search for users from the CSV file and note that there are
2 profiles that come up.

retrieved sub-graphs as context.

Retrieval-augmented generation with knowledge graphs for customer service question answering. SIGIR 2024.




Advanced Topics — KG Agent

Which splorts team for which Cristiano Knowledge Memory Updating Autonomous Reasoning
Ronaldo played in 2011 was founded last ? S ~7t=1 ;
play Question Toolbox Definition _,(r zi\ {} ——> get relation(m.02xtéq) =
The answer is P?f::ﬁ:l;::;:al His_Pro Cur KG _Info < — out: [teams,..] in:[athlete,.] —— 2o <«
linked_entity 5 - i i —
= = N ¥y _<t—2 = get_tail entity(
t=1 =m.02xt6q  t=1 ono B B i o g m. 02xt6q, team) —gp—
Planner i %;:6?1?2:; teams. athieto < = v0={m,050£h,..} -— ‘E.- ,,*—
£ —->} iff‘—> get relation (v0)
v0 = get_tail _ 5 % —p—
entity (m.Oxt6q, None < out: [from,..] in:[roster,.] —— T €
=3  team t=3
" ) S vl = get_entity by
s get_relation —b{ ’i‘ l} —> constraint (v0, from,=,2011) .
a - +0) from, roster , b G‘:ﬁ ]
Toolbox Executor ¢ t=4 ... : vi={m.06122,..) —

Integrates a small LLM (e.g., 7B), a multifunctional toolbox, a KG-based executor, and knowledge
memory.

Employs an iterative mechanism where the LLM autonomously selects a tool from the toolbox and updates the
knowledge memory to continue reasoning over the KG until the answer is found.

Multifunctional Toolbox: Extends the LLM's capacity to manipulate structured data by providing tools for
extraction, semantic understanding, and logic operations on KG data and intermediate results (e.g., filtering,

counting, retrieval, relation retrieval, entity disambiguation).
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Advanced Topics - Visual QA

P i (e ~a——
¢ = d' :—.:.(.: _____ A ..... 3 :
text Enc - o
what type of ontext Encoding i - :{ : :
temperature is this? TopicEntity o~~~ " "~ ) @) i ; |
l".xtraclior\. - L‘_t_ﬂlfe:afu:e :-> \O/ — 5 ’ 1< !l
ConceptNet i =’ 1
G D e ¢ A . Probability
A ‘—l Pseudo-Siamese Graph Medium Fusion '—» i ’
|'. passengerl : - P - Score
| Condensed £ o o o e |
Image Dense | Mentioned Hmil_v:. coat | R:»hui(M ! Kg RERE N | 1 - '
. — ——& =
Caption Extraction” 1@ e : : :?Lia ---- . 1 : :
1 1 €= -
@B 1 @B ! i
sakura I 1
|@_ssiars ! Scene Graph | : ' L '
: 1
Two-Stage Prompting Strategy ! : [ ] -
_________________________________________ ’ H 1
{

*  Two-Stage Prompting: Utilizing LLMs to generate a dense image caption and subsequently extract a scene graph
containing detailed visual features from it.

* Coupled Concept Graph: Constructing a concept graph using ConceptNet, linking scene graph entities with external
knowledge.

* Pseudo-Siamese Graph Medium Fusion (PS-GMF): Utilizing shared entities as mediums between the scene graph and
concept graph to achieve cross-modal information exchange and fusion.
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Advanced Topics — Conversational QA

Student Model Question Answering

Pretrained Topic

hy (©O9©®© OO |— Entity Selector y
hRe,qx‘[ 000000 —t+—» Reformulation Merging I—A XXX XX B
hperz2 (@O O © @O |— (Vg,ay.-1-1) (00000 )
| | M, (e0000®0O |+ LSTM —{ 000000 ] | (900000 )a

l
4 A _ f e v XXX XX B
Question Encoder ) : @e) :
;o S R e v

M 000000 LSTM a
a - T T XXX XX B

qi:  [CLS] where is the author born <s> Mq:[ 200000 }_’ LSTM A

Refy::[CLS] where is the author’s birthplace <s>
RefZ:[CLS] where is the author from <s>

EXxIxxxs
Action Probability

* Ateacher modelis trained directly using human-written reformulations to learn effective question representations.
 Astudent model, with the same architecture, is trained to mimic the teacher's output using the LLM-generated

reformulations. This helps the student model approach the performance of the teacher model, even with potentially

lower-quality LLM-generated reformulations.
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Advanced Topics — Explainable QA e

A, after the caterpillar stage.

C. after the eggs are laid. D. after the cocoon emerging stage.

Explanation&Answer: Cocoon creation typically occurs after the chrysalisor
. Cp ey 'WMTMdeﬂlklsamseofmmmk swn-maa@
To enhance the faithfulness and credibility of

[ Explanatran B Answer ]

i i
| |
! I
| |
! I
] |
i Q I
! Question —i[tn!wn represe ntat:nn}— 4@ !
. |
| L |
i

generative models in QA, which contributes to

explainability.

knowledge ﬂnbedd'lngs _{_,

* Integrated Retrieval: Integrates information retrieval

directly into the decoding process of generative language

retrieval
models, rather than treating them as separate components. C o e D 4
(" frozen T r_r_r— [ ’ [ S }_—I_T_\ frozen )
e Multi-Granularity Decoding: Supports dynamic adjustment S— g
. . Transfomer block g :: - i o A Transfomer block
of decoding granularity between token-level and sentence- Y Q =
. " sentence embeddings
level based on retrieval outcomes. <z : Seos I (_) g g
* Rationale-Aware Explanation Generation: Employs prompt Transfomer block | oinesimtlrity i Transfomer block

learning to generate explanations that explicitly contain

= SCOreyy <6 — i
marked rationales. #@gm‘ P I i @—@L'T.‘fw‘;:'.
; [ continue decoding H

| Knowledge text | (Shited Righty | Question |
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Advanced Topics — Explainable QA

Goal: Enhancing the trustworthiness of LLMs in
open-ended question answering by integrating
KGs.

Explainability via Knowledge Source: KGs provide structured and
explicit factual information. Each piece of data in a KG can be traced
back to its source, offering provenance.

Transparency in Reasoning: The traceability of KG information not
only enables verification of the model’s reasoning but also brings
transparency to the decision-making process.

Open-ended Answers with Supporting Facts: The OKGQA
benchmark encourages LLMs to generate more elaborate answers,

including reasoning paths and supporting facts derived from the KG.

Query: Please describe Albert Einstein’s
contributions to the field of physics.

!

Graph-guided retrieval

Prize

: ][ Cost allocation
asmgnment

]-.

[

;[

Graph Database & Indexing
v : Node/Edge
Groph mdj‘fﬂ-» Q q_.__:\fmebddﬁngs

L R

Open knowledge Self-constructed
graphs Graph Data

-

) o

Retrieval Forms

Retrieved
elements:

Triplets

Retrieved
elements:
path

Retrieved
elements:

Subgrophs

i,

Evaluator

Y

hallucination? [

G-Eval
Factscore ...

Graph-guided
generation
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Optimization and Efficiency — Index-based Optimization

3.Self-supervised Training R
@ EBERTSCW < {ci}lsll {r'}!l'llz > Graph of Records (GoR):
& " ()
[ )

) u Node Ranking List : :
Goal: To enhance RAG performance in NS qt ) simitrity {_owis_ <! ;
long-context global summarization by using (a5, c§) o Dermasion. ;
a graph structure built from LLM- (@, c3) > a; = {isa >n
generated historical responses. rg;@'m-.r@'

1.Query Simulation

« Simulate user queries, retrieve relevant text chunks, and establish edges between the retrieved text
chunks and their corresponding LLM-generated responses to construct a Graph of Records.

« Utilize a GNN to learn embeddings for the nodes in the graph, capturing fine-grained correlations.

« Effectively discovers and leverages fine-grained correlations between LLM historical responses
and text chunks, thereby improving RAG performance.
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Optimization and Efficiency — Graph Retrieval-based Optimization

Goal: Addresses the information

granu Iarity mismatch between questions Question: When is the birthday of the guitarist in John Lennon's band? -@;]
and knowledge graphs, which is identified b oot ] [fff.‘;ﬂfiiii path. exloration tends <o gmut]
as a primary source of inefficiency in T o 5
. . P P . g'] baad p i .:I itarist
existing methods. e i
ﬁ {!J ‘( !

 Extracts fine-grained, independent @ ;:m [ﬁ"‘f

p IeCGS Of |n .I:O rm at | on (C I u eS) from th e LiM: Select the relevant relationships and entities based on the whole question ]

quitarist was George Harrison, who
was born on Feb 25, 1943, (Partly ¥
comect, but incomplate) J

the whole Response ; John Lennon was a ™
member of The Beatles, (he band's

question to guide the retrieval process. [f‘mf": Gt piormater %) (Finarained Sattu Exloaton| 557 Pt xploation oide picking ot
. . ,
« By avoiding redundancy and ensuring g - , — T — ———— =~
C } ':‘ B ban . - |L._Jdu-|. Lm.__;-"m"_p/\_ Oet 4, L9460 }_ |

no pertinent information is overlooked, C iorguon 2 C ‘ _
L o r;"j '_

the method significantly reduces the

average number of LLM calls @ | ﬂ“‘“‘"“ }—‘ ’—‘ N— ‘

I‘ECIUIred fOI’ knOWIedge I’etl‘leval [J‘.r--lf' Select the relevant relationships and cnnms based on a dynamically updared elue s-e:]

compared to existing stateless iterative

exploration methods

sponse | John Lennon was a ™
member of The Beatles, the band's
guitarist was ".-:I'\..':'l';:' Harmison amd John

Lennon, who were bom on Feb 25
1943 and Oct 9, 1940, (comect and
complete) v’j
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Optimization and Efficiency — Ranking-based Optimization

Step 1: Entity Extraction and Mapping

i i . 'a N\ .
Goal: Leverages ranking and re-ranking techniques to  [query @: A 56 year old male patient | [~ )
. . . . . with atrial fibrillation presents to the « Atnal Fibrillation
refine the selection and ordering of relevant information clinic. Given their history of heart | | + Heart Failure
] ] failure, diabetes and PAD, what is + Diabetes Mellitus
retrieved from the medical KG. their risk of stroke? Should they be .o
placed on anticoagulation? \ EQF Y.
- J ;
Step 2: Relation Retrieval and Triplet Ranking
Similarity Ranking: Ranks triplets based on their semantic Eg - nplet Ranking ...
similarity to the input question using UmIsBERT embeddings. Similarity ‘
] ) \ 1 One-hop [ Answer Expansion
Answer Expansion Ranking: Uses an LLM to generate a Dﬂhﬁc | Relations B [ *;
preliminary answer, then ranks triplets based on their similarity ) - H MMR |
to thg e_xpa_nded qu_estion-answer context. T_his helps in Step 3: Re-Ranking Srmmmeesennnsnne e '
identifying information relevant to the potential answer.
Top-k Triplets Cross-Encoder Top-p Triplets
MMR Ranking: Selects triplets based on both their relevance =L Tiopp
to the question and their dissimilarity to already selected N
triplets, promoting diversity and reducing redundancy. Step 4: Obtaining LLM Response

o




Optimization and Efficiency — Cost-based Optimization

Goal: To achieve cost-efficient
KB QA by minimizing the usage
and expenses associated with
LLMs.

Question Context
Answer choices

o\;l
/[ o)
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300M 38 708
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e
s
E— oror
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()

* Multi-Armed Bandit Formulation: Models the model selection problem as a tailored multi-armed bandit problem to

balance exploration (trying different models) and exploitation (using the best-performing models) within a limited

budget.

* Accuracy Expectation with Cluster-Level Thompson Sampling: Estimates the accuracy expectation of choosing either

LLMs or KGMs based on their historical success and failure rates. This helps in initially guiding the policy towards more

promising model types.

* Context-Aware Policy: Learns a context-aware policy that considers the semantics of the question to further distinguish

and select the most suitable expert model (either an LLM or a KGM) for that specific question.
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Conclusion & Future Work

Conclusion

« LLM-KG Integration Enhances QA: Combining LLMs with KGs improves multi-document and multimodal QA
by enhancing reasoning, reducing hallucinations, and increasing answer accuracy.
« Optimization Improves Efficiency: Techniques like index-based and graph retrieval-based optimization boost

system efficiency, scalability, and cost-effectiveness.

« Conversational and Explainable QA: QA systems are evolving into multi-turn, explainable models with KG

Agents enabling transparent and trustworthy reasoning.

Future Work

 Deeper LLM-KG Fusion: Advancing dynamic KG updates and adaptive retrieval will improve knowledge adaptation

and model performance.

« Enhanced Multimodal QA: Future systems will better integrate text, images, and videos for richer reasoning and

more comprehensive answers.
« Scalable and Privacy-Preserving QA: Efficient, large-scale QA solutions leveraging federated learning and edge

computing will enhance privacy and real-time capabilities.

21
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